Exercise Sheet — Mathematical Analysis III

Taiyang Xu*

18/09/2025, Week 2

Exercise 1 (Warm up: Directional derivatives and gradient). Complete the following exercises.
(1) Let f(z,y,z) = 2?y + yz*. Compute the gradient Vf at the point (1,2, 1).

(2) For f(z,y,z) as above, compute the directional derivative of f at (1,2,1) in the direction of the
vector ¥ = (2,—1,2).

(3) Let f(x,y) = 2* —3zy?. Find all points (z,y) where the gradient V f is parallel to the vector (1,1).

Application in ML:

(4) (Linear regression) A common loss function is Mean Squared Error (MSE). For a single data point
(z,y), the loss is defined as L(m,b) = (y— (mx +b))?, where m is the slope and b is the y-intercept
of the regression line. Compute the gradient VL(m,b) and interpret its components in terms of

how they influence the loss.

(5) (Gradient descent step) Suppose you are using gradient descent to minimize the function J (6o, 6,) =
02 + 26%. Calculate the gradient V.J(6p,60;) firstly, and write down the update rule for 6, and 6,

using a learning rate «.

Solution 2. (1) The gradient is

Vf(z,y,2) = (gi’gg};’gﬁ) .
Compute:
%: Y, g‘;_xQ—l—zg, g—i:i’)yf
At (1,2,1):
%:2.1.274, 3512+132, %:3-2-12:6.
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So,
V£(1,2,1) = (4, 2, 6).

(2) The directional derivative in direction 7 = (2, —1,2) is

|

Dﬁf:vf'|

=

2 1 2 8 2 12 18
Dif=4-=+4+2-(-= L2z
! 37" <3>+6 3 3

(3) Compute Vf(x,y) = (322 — 3y?, —6zy). We want V f(z,y) parallel to (1,1), i.e.,

(3z% — 3y?, —6xy) = A(1,1).

So,
322 — 3y =\, —6xy =\
Equate:
22—y’ +2y=0 = (z+y)2 -2 =0.
So,

T+y= i\/iy.
Thus, all points (z,y) with z = (v2 — L)y or x = (—v2 — 1)y.
For V f(z,y) to be parallel to (1,1), there must exist A € R such that

(327 — 3y, —6zy) = A(1,1).

So,
322 =3y =\, —6xy =\

Equate the two expressions for A:
322 — 3y® = -6y = x°+2xy —y> =0.
This factors as
(t4+9)?-22=0 = (@+y)? =22 = z+y=+V2y.

Thus,
t=(W2-1y or z=(—V2-1)y.

So all points (z,y) with z = (v/2 — 1)y or 2 = (—v/2 — 1)y have V f parallel to (1, 1).



% = —2z(y — (mz + b))
% = —2(y — (mz + b))

So,
VL(m,b) = (—Qx(y — (mz +10b)), —2(y — (mz + b)))

Interpretation: the gradient points in the direction of steepest increase of the loss. The m-
component shows how changing the slope affects the loss (scaled by z), and the b-component
shows how changing the intercept affects the loss. Both are proportional to the residual y —
(mx +b).

(5) The gradient is

oJ 0J

VJ(907 91) = ((9907 8791

> = (26,, 46,).
The gradient descent update rule is:
05" =00 — - 200 = 6p(1 — 2x)
07" =0, —a-40, = 6,(1 — 4a)

where « is the learning rate.

Exercise 3. Complete the following exercises

(1) Let u= f(z,y), x =rcosf, y =rsinf. Prove that

_of . 10f

Vu=5T0% 30

where 7 = (cos 6, sin §) and 6, = (cos(6 + 5),cost).

~
N

(2) We have the following equation:

x2 y2 22

a2+u+b2+u+c2+u

=1.



Prove that
(Vu)? =2 < A, Vu >,

where A := (z,y, 2).
(Hint: see u = u(z,y, 2))

Solution 4. (1) Recall that Vu = (%, %) in Cartesian coordinates.

By the chain rule:
o5 _ofor 0108
dx  Orox 000z’
oy _0or , 070
oy Ordy 000y
Compute the partial derivatives:
or =z or

= as ) = a—:—:cos9, a—zy:sine,
xr T Yy T

0 — arctan <y> — gj:_EZ_SIDQ @: T 0059‘
i

T 72 r Oy 12 r
Therefore,
of _of _ Ofsinf
ox _or 90 r
af of . Of cosf
oy om0t e
50 of of of 10f
Vu = (830’0?;) = E(cos@,sm@) + ;%(—smﬁ,cosﬁ).

Notice that (cos®,sinf) = 7 and (—sin#,cosf) = (cos(d + 7 ),sin(0 + 5)) = fo. Thus,

of .
VU— ETQ"';*

(Vector decomposition)

Vu =< VU,FO > 7?()+ < VU,JQ > 50.
Then you can directly calculate < Vu, 7, > and < Vu, G >.
(2) Noticing that

(Vu)* =2 < A Vu> & u? + ui +u? = 2(zu, + yu, + 2u,).

Differentiate ) ) )
z Y z _q

a2+u+b2+u+c2+u_




with respect to x:

2z(a? + u) — uyx? YU, 22u,
(a? 4+ u)? (B2 +u)?  (z2+uw)?
that is,
2% [ 2 2 2]
= T Uy (1)

a®+u (@ +u)?  (*+u)?  (2+u)?

Using similar manners (rotation), we have

2y x Y %

= 2
b2 +u (a? + u)? + (0% 4 u)? + (c? 4+ u)? Yy (2)

2z 7 n Y n z (3)
= Us.
A+u (a24+u)?  (B2+u)? (24 u)?

Multiply « (y, z) to the both sides of the above three equations respectively, and add them

together (also notice the condition)
22 y? 2
+ +
@02 T (@)

(zug + yuy + 2uy).

Square both sides of the mentioned above three equations (1)—(3), and add them together:

$2 y2 22

@102  Bru  @tu?

(u2 +ul 4 ul).

Combined the above two equations, we arrive at the desired result.

Exercise 5. Suppose the function f(x,y) has a nonzero directional derivative at some point (zq, yo),
and the directional derivatives along three different (non-colinear) directions at (zo, yo) are equal. Prove

that f(x,y) is not differentiable at (xq, yo)-

Solution 6. Suppose that f(z,y) is differentiable at (z¢,yo). Therefore there exist partial deriva-
tives of f(x,y) at (zo,yo):

A= f:;(xmyO)a B = f;<$07y0)7

and
df (zo,y0) = Adx + Bdy.



By the condition, there exist three different direction l: (1 =1,2,3) such that
of .
g(xo,yo) = Acosb; + Bsinf; = C # 0.

We have the following linear systems:
Acosf, + Bsinf, —C =0,
Acosfy + Bsinfl, — C =0,
Acosfs + Bsinf; — C = 0.

We will take advantage of the following truth:
[ The linear equations only has trivial solution (A = B = C = 0), if and only if

cosf; sinf; 1
det | cosf, sinfy 1| #0.

cosfy sinfy 1

]
Noting that Ja, 8 # 0 such that

E :alz+ﬁf3 — cosf; = acosfy + fcosbs;, sinf; = asinby + Gsinb;.

Square both sides and add them together

; (02#063)
1=0?+pB%+2aBcos(By —035) # (a+B)? = a+pB#]1.

Then
cosf; sinf; 1 acosby + fcosfs asinfy + fsinfy 1
det | cosf, sinfy, 1| =det cos 0 sin 0, 1
cosf, sinfy 1 cos 0, sin 6y 1
0 0 1
=det | cosfy sinfy 1—a—pB|=(1—a—7)sin(l; —0) #0.
cosfy sinb, 1

Thus (4, B,C) = (0,0,0).



